Indian Statistical Institute, Bangalore Centre.
Mid-Semester Exam : Markov Chains (B3 and M2)

Instructor : D. Yogeshwaran

Date :Nov 25th, 2022
Max. points : 40. Time Limit : 3 hours.

There are two parts to the question paper - PART A and PART B. Read the instruc-
tions for each section carefully. Some common notations, definitions and a useful result
are listed on Page 3.

1 PART A : MULTIPLE-CHOICE QUESTIONS - 10 Points.

Please write only the correct choice(s) (for ex., (a), (b) et al.) in your answer scripts.
No explanations are needed. Write PART A answers in a separate page.

Some questions will have multiple correct choices. Answer all questions. Each ques-
tion carries 2 points. 1 point will be awarded if only some correct choices are chosen and
no wrong choices are chosen.

1. Consider simple lazy random walk on the cycle graph C,, on n vertices for n > 3. Which of the
following is true for all m > 3 7

It is irreducible.

(a)
(b)
(¢) It has a unique stationary distribution.
(d) P(xz,y) >0 forall z,y € Cp ?

It is aperiodic.

2. Consider simple random walk on the complete graph K, on n vertices for n > 3. Which of the
following is true for all n > 3 7

It is irreducible.

(a)
(b)
(¢) Uniform distribution is the stationary distribution.
(d) P(z,y) >0 forall z,y € K,, 7

It is periodic.

3. Let P be a transition matrix. Which of the following are transition matrices ?

(a) Q = P/2.
(b) @ = P+ I, where I is the identity matrix.



(c) Q = p2511
(@ Q=%F+%

4. Let P be a transition matrix reversible w.r.t. probability distribution 7. Which of the following
are true 7

is stationary distribution for P.

(a)

(b) 5= is reversible w.r.t. .
) P? is not a reversible transition matrix.
)

% does not have a stationary distribution.
5. Consider the biased random walk on Z with parameters p,q =1 —p > 0. Which of the following
are true 7

a) It is irreducible.

(a)

(b) P2023(0,0) > 0.

(c) P?922(0,2022) > 0.
)

(d) P%(0,2) = P2(2,0).

2 PART B : 30 Points.

Answer any three questions only. All questions carry 10 points.

Give necessary justifications and explanations for all your arguments. If you are cit-
ing results from the class, mention it clearly. Always define the underlying random
variables and events clearly before computing anything !

1. For an HMC {X,} on Z, let f; j; = P;j(1; < 00),1,j € Z where 7; is the hitting time to j. Let N;
denote the number of visits by {X,,} to j. Show that the following hold :

(a) Form > 1, Pj(N; =m) = f;j}_l(l — fi3) (5)

(b) Fori#j, Pi(N; =0)=1— fi;; Pi(N; =m) = fi; /75 (1= fj;), m> 1. (5)

2. The complaint register system at an institute works as follows. Every day, one of the following
two events happen - A new complaint arrives with probability p or an existing complaint (if
there is any) is attended to with probability ¢ = 1 — p (i.e., if there is no existing complaint,
nothing happens with probability ¢). Let X; be the number of unattended complaints in the
institute at the end of day ¢. Show that X; is positively recurrent if ¢ > p and find the stationary
distribution for the Markov chain.

3. Let Gy = (Z% E;) be the d-dimensional lattice with the usual edge-set Ey, d > 1. Define

L, = (24, E}) where Ejy = Eq\JU;zjeq1,...ap{(€i, €;)} where ¢; is the ith co-ordinate basis vector

in R, Denoting Ry, R'4 to be effective resistances in Gy, G, respectively and O = (0,...,0) to
be the origin, show the following.

(a) Ra(O <> 00) >R (O > 0). (6)

(b) Ph(14 = 00) > Po(r = oc), where P, denote the probabilities in Gg, G/, respectively.

(4)



4. Consider the lazy random walk on the hypercube @, := {0,1}" and let m be its stationary
distribution. Let f : ©, — R be defined as f(z) = > ", zj,z = (z1,...,2,). Show the
following.

(a) Find a bound for ¢ such that max,cq, |Pz(f(X:) = k) — (7)27"| < 1/4 for all k. (5)
(b) VAR (P'f) < 3(";)* (5)

5. Let X;,t > 0 be an HMC on a finite set 2. Fix k > 1

(a) Show that Y; = (X4,..., Xiy),t > 0 is an HMC and finds its transition matrix. (4)
(b) If X} is irreducible, is Y; irreducible ? (3)
(c) If w is the stationary distribution for Xy, find a stationary distribution for Y;. (3)

Some notations :

e HMC - Homogeneous Markov chain. P - Transition matrix of HMC.

e A random walk on a network (weighted graph) G = (V, E, ¢) is the Markov chain with transition

matrix P(z,y) = % where c(z) = > c(z,y). Here ¢: E — [0,00).

yiy~zx

If no weights are specified, then c(z,y) = 1[z ~ y].

with P as above.

A lazy random walk is the Markov chain with transition matrix %

Biased random walk on Z: P(z,x 4+ 1) =p=1— P(z,z — 1) for all z € Z.

tmiz < IOg(#)trel-

ming 7(x)
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